





Veldran, Lisa

From: CALM@iavwav.com

Sent: Monday, November 23, 2020 3:03 PM
To: All Alders

Subject: [All Alders] Facial Recognition Ban

Recipient: All Alders

Name: Cal Mazzara

Address: 3001 PERRY ST, MADISON, WI 53713
Phone: 605-509-2605

Email: CALM@IAVWAV.COM

Would you like us to contact you? Yes, by email

Message:

Good Day,

My name is Cal Mazzara from Wisconsin Audio Video in Madison. I saw on the news the other night about the
concerns about facial recognition and that there is a proposed ban.

I share the same concerns you do over this technology, however, I happen to be a designer of systems that use facial
recognition in a way that dispels all the concerns people have with this technology. My partners at Verkada have
created a system that started out with the facial recognition concerns people have. In short, you CAN have a facial
recognition system that does not impede on people’s rights. And as far as racial bias goes...it wont and can’t really be
biased based on the technology. ,

I would like to talk to you more about this. There are several stories I wish to share where this technology saved lives,
saved items from theft, and has done so much good in the communities they serve. All without impeding people’s
privacy rights.

Please call me at 608-509-2605. I would love to show you how it CAN be done the right way.

Thank you for your time. I look forward to hearing from you.











































Facial recognition is not a benign extension of existing surveillance practices — it’s rocket fuel. We should reject
anything less than a moratorium.... As a scholar of ethics and technology, the power facial recognition technology
affords concerns me. As a mother raising a child against a backdrop of increased securitization and social instability, it
terrifies and offends me.

Facial recognition software produces inaccurate and biased results.

Some people have a mistaken belief that facial recognition technology works as it’s portrayed in TV shows like NCIS.
Such shows are science fiction — reality is totally different.

Inaccuracy is particularly high with children and the elderly. The 2019 NIST (National Institute of Standards and
Technology) report shows that if you use ideal photos (i.e., the best possible conditions) for both a test photo of a child
" and a database of photos of different children, the typical vendor algorithm will incorrectly call 1% of all photos in the
database a match (making this technology close to useless for children). There's also racial bias - existing facial
recognition software exhibit greatly elevated error rates with faces of Black folks, and especially Black women.

Moreover, as one article notes of the NIST findings...

accuracy is only possible in ideal conditions where there is consistency in lighting and positioning, and where the facial
features of the subjects are clear and unobscured. In real world deployments, accuracy rates tend to be far lower. For
example, the FRVT [2019 NIST Facial Recognition Vendor Test] found that the error rate for one leading algorithm
climbed from 0.1% [for middle-aged adults] when matching against high-quality mugshots to 9.3% when matching
instead to pictures of individuals captured 'in the wild,’ where the subject may not be looking directly at the camera or
may be obscured by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have been inaccurate.
On average, a staggering 95% of "matches" wrongly identified innocent people... Police forces have stored photos of
all people incorrectly matched by automated facial recognition systems, leading to the storage of biometric photos of
thousands of innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased error
rates in this technology and because systems that rely on mug shot databases include a disproportionate number of
Black individuals.

Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th
amendment issues. It can permit cataloging of sensitive information and unchecked location tracking. And it can
profoundly impact 1st amendment rights - endangering and chilling 1st amendment activities and press freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and
Computer Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester
Institute of Technology) note:

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It’s the missing
piece in an already dangerous surveillance infrastructure, built because that infrastructure benefits both the government
and private sectors. And when technologies become so dangerous, and the harm-to-benefit ratio becomes so
imbalanced, categorical bans are worth considering....

It’s easy to think people don’t have a strong privacy interest in faces because many of us routinely show them in
public.... The thing is we actually do have a privacy interest in our faces, and this is because humans have historically
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developed the values and institutions associated with privacy protections during periods where it’s been difficult to
identify most people we don’t know. Thanks to biological constraints, the human memory is limited; without
technological augmentation, we can remember only so many faces. And thanks to population size and distribution,
we’ll encounter only so many people over the course of our lifetimes. These limitations create obscurity zones.

The Project On Government Oversight (POGO), a rionpartisan watchdog, has issued a report entitled “Facing the
Future of Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition
technology. Here's an excerpt:

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks
surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking,
the Court declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power”
(empbhasis added), a framing that notably focuses not on certain places or types of conversation, but rather on protecting
details of each person’s life against an ever-watching government. Perhaps even more explicitly, the opinion of the
Court in Carpenter stated that “a central aim of the Framers was to place obstacles in the way of a too permeating
police surveillance.”,,,, "

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life”
(emphasis added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately
owned places, but rather on people themselves, wherever they may be.... In Carpenter, the Court highlighted that “a
cell phone—almost a feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore
presents heightened risks to privacy. While cell phones may have become an extension of our bodies, our faces require
no such metaphor; unlike cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces
can be subjected to the same type of continuous surveillance as cellphones, strong limits on surveillance technology
will be necessary to properly rebalance power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its
citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was that
in the course of tracking location, the government would unearth individuals’ most sensitive activities. As Justice
Sotomayor highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the
abortion clinic, the AIDS treatment center, the strip club, the criminal defense attorney, the by-the-hour motel, the
union meeting, the mosque, synagogue or church, the gay bar and on and on.”... Such data could be used for an
immense array of future government activities, ranging from profiling, to selective law enforcement investigations, to
applications for background checks, to evaluations for civil service employment opportunities. Equally important is the
potentially chilling effect on political and other types of participation, such as religious and community activities....

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are
cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of
electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a
uniquely powerful location-tracking tool because there is no “middle man” for government-managed cameras that
controls access to the data; the entire surveillance system is managed and all relevant information is obtained directly
by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme
Court held that “Inviolability of privacy in group association may in many circumstances be indispensable to
preservation of freedom of association, particularly where a group espouses dissident beliefs.” In that case, NAACP v.
Alabama, the key action at issue was the government demanding NAACP’s Alabama membership list. In the digital
age, no such direct action is necessary to remove the anonymity of an organization’s members. A single camera outside
the entrance or exit to a group’s events combined with facial recognition could produce a membership list without
consent or even notification. And because such identification can be done with practically no expenditure of human
resources, it can be conducted on a mass scale....
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Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition
could allow law enforcement to scan crowds during large protests, political events, or religious ceremonies, and then
arrest any individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty
offense could enable arbitrary action and abusive targeting, such as against selectively targeted individuals attending
“events of interest,” such as protests, political events, and religious ceremonies. This was already observed on a small
scale with Geofeedia—a social media-monitoring company—which admitted that Baltimore police used the service
during protests to “run social media photos through facial recognition technology” to find individuals with “outstanding
warrants and arrest them directly from the crowd,” with the goal of targeting individuals who were protesting. Given
the number of bench warrants for petty offenses that some municipalities maintain, it is entirely possible that facial
recognition could become an “arrest-at-will” authority used to disrupt such activities on a broad basis....

Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic
devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions. -
If it becomes a tool to pinpoint how individuals interact and meet with journalists, it could present significant
roadblocks for journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. Please support a
strict ban on the use of this violative technology.

Sincerely,

— with Jesse Pycha-Holst and 57 others.
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including investigations into child sexual exploitation. The horrendous nature of those crimes may seem to reduce the
need for scruples when it comes to the harms of these technologies, when in fact the sensitivity of the circumstances
makes their problems even more concerning. The false identification of a victim could be deeply traumatic, and the
false identification of an ostensible perpetrator could lead to tremendously damaging consequences for the wrongly
identified.

Anna Lauren Hoffmann, a professor at University of Washington Information School, writes:

Facial recognition is not a benign extension of existing surveillance practices — it’s rocket fuel. We should reject
anything less than a moratorium.... As a scholar of ethics and technology, the power facial recognition technology
affords concerns me. As a mother raising a child against a backdrop of increased securitization and social instability, it
terrifies and offends me.

Facial recognition software produces inaccurate and biased results.

Some people have a mistaken belief that facial recognition technology works as it’s portrayed in TV shows like NCIS.
Such shows are science fiction — reality is totally different.

Inaccuracy is particularly high with children and the elderly. The 2019 NIST (National Institute of Standards and
Technology) report shows that if you use ideal photos (i.e., the best possible conditions) for both a test photo of a
child and a database of photos of different children, the typical vendor algorithm will incorrectly call 1% of all photos
in the database a match (making this technology close to useless for children). There's also racial bias - existing facial
recognition software exhibit greatly elevated error rates with faces of Black folks, and especially Black women,

Moreover, as one article notes of the NIST findings...

accuracy is only possible in ideal conditions where there is consistency in lighting and positioning, and where the
facial features of the subjects are clear and unobscured. In real world deployments, accuracy rates tend to be far
lower. For example, the FRVT [2019 NIST Facial Recognition Vendor Test] found that the error rate for one leading
algorithm climbed from 0.1% [for middle-aged adults] when matching against high-quality mugshots to 9.3% when
matching instead to pictures of individuals captured 'in the wild,' where the subject may not be looking directly at the
camera or may be obscured by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have been
inaccurate. On average, a staggering 95% of "matches" wrongly identified innocent people... Police forces have stored
photos of all people incorrectly matched by automated facial recognition systems, leading to the storage of biometric
photos of thousands of innocent people. Police face recognition will disproportionately harm Black residents, both
because of the high and racially biased error rates in this technology and because systems that rely on mug shot
databases include a disproportionate number of Black individuals. Facial recognition technology constitutes a grave
danger to civil liberties Facial recognition technology infringes on a vital constitutional principle, the right to privacy,
raising serious 4th amendment issues. It can permit cataloging of sensitive information and unchecked location
tracking. And it can profoundly impact 1st amendment rights - endangering and chilling 1st amendment activities and
press freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and
Computer Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester
Institute of Technology) note: facial recognition technology is the most uniquely dangerous surveillance mechanism
ever invented. It's the missing piece in an already dangerous surveillance infrastructure, built because that
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infrastructure benefits both the government and private sectors. And when technologies become so dangerous, and
the harm-to-benefit ratio becomes so imbalanced, categorical bans are worth considering....

It's easy to think people don’t have a strong privacy interest in faces because many of us routinely show them in
public.... The thing is we actually do have a privacy interest in our faces, and this is because humans have historically
developed the values and institutions associated with privacy protections during periods where it’s been difficult to
identify most people we don’t know. Thanks to biological constraints, the human memory is limited; without
technological augmentation, we can remember only so many faces. And thanks to population size and distribution,
we’ll encounter only so many people over the course of our lifetimes. These limitations create obscurity zones.

The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the
Future of Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition
technology.

Here's an excerpt:

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks
surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking,
the Court declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power”
(emphasis added), a framing that notably focuses not on certain places or types of conversation, but rather on
protecting details of each person’s life against an ever-watching government. Perhaps even more explicitly, the
opinion of the Court in Carpenter stated that “a central aim of the Framers was to place obstacles in the way of a too
permeating police surveillance.”....

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life”
(emphasis added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately
owned places, but rather on people themselves, wherever they may be.... In Carpenter, the Court highlighted that “a
cell phone—almost a feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore
presents heightened risks to privacy. While cell phones may have become an extension of our bodies, our faces
require no such metaphor; unlike cellphones, our faces are never able to be turned off, left behind, or cast aside. If
our faces can be subjected to the same type of continuous surveillance as cellphones, strong limits on surveillance
technology will be necessary to properly rebalance power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and
its citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was
that in the course of tracking location, the government would unearth individuals’ most sensitive activities. As Justice
Sotomayor highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the
abortion clinic, the AIDS treatment center, the strip club, the criminal defense attorney, the by-the-hour motel, the
union meeting, the mosque, synagogue or church, the gay bar and on and on.”... Such data could be used for an
immense array of future government activities, ranging from profiling, to selective law enforcement investigations, to
applications for background checks, to evaluations for civil service employment opportunities. Equally important is
the potentially chilling effect on political and other types of participation, such as religious and community activities....

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are
cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of
electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a
-uniquely powerful location-tracking tool because there is no “middle man” for government-managed cameras that
controls access to the data; the entire surveillance system is managed and all relevant information is obtained directly
by law enforcement...

23




A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme
Court held that “Inviolability of privacy in group association may in many circumstances be indispensable to
preservation of freedom of association, particularly where a group espouses dissident beliefs.” In that case, NAACP v.
Alabama, the key action at issue was the government demanding NAACP’s Alabama membership list. In the digital
age, no such direct action is necessary to remove the anonymity of an organization’s members. A single camera
outside the entrance or exit to a group’s events combined with facial recognition could produce a membership list
without consent or even notification. And because such identification can be done with practically no expenditure of
human resources, it can be conducted on a mass scale....

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition
could allow law enforcement to scan crowds during large protests, political events, or religious ceremonies, and then
arrest any individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty
offense could enable arbitrary action and abusive targeting, such as against selectively targeted individuals attending
“events of interest,” such as protests, political events, and religious ceremonies. This was already observed on a small
scale with Geofeedia—a social media-monitoring company—which admitted that Baltimore police used the service
during protests to “run social media photos through facial recognition technology” to find individuals with
“outstanding warrants and arrest them directly from the crowd,” with the goal of targeting individuals who were
protesting. Given the number of bench warrants for petty offenses that some municipalities maintain, it is entirely
possible that facial recognition could become an “arrest-at-will” authority used to disrupt such activities on a broad
basis....

Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other
electronic devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but also
interactions. If it becomes a tool to pinpoint how individuals interact and meet with journalists, it could present
significant roadblocks for journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. Please support
a strict ban on the use of this violative technology.

Respectfully,
DJ Haugen
111 W Wilson Street #204

Madison, WI 53703
djhphoto@hotmail.com
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sensitive information and unchecked location tracking. And it can profoundly 1mpact 1st amendment rights -
endangering and chilling 1st amendment activities and press freedoms.

The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the
Future of Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition
technology, including the potential for privacy violations and a chilling effect on political, religious, and community
activities potentially subject to surveillance.

Face surveillance threatens everyone's freedom, and is likely to disproportionately harm those already suffering
disproportionate harm from policing. Please support a strict ban on its use.

Sincerely,

Angela Witt
Madison, WI
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B Moreover, as one article notes-of the NIST findings... -+ ~ .

accuracy is only possible in*ideal conditions where there is consistency in lighting and positioning, and where the facial
features of the subjects are clear and unobscured. In real world deployments, accuracy rates tend to be far lower. For |
example, the FRVT [2019 NIST Facial Recognition Vendor Test] found that the error rate for one leading algorithm climbed
from 0.1% [for middle-aged adults] when matching against high-quality mugshots to 9.3% when matching instead to
pictures of individuals captured 'in the wild," where the subject may not be looking directly at the camera or may be obscured
by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have been inaccurate. On
average, a staggering 95% of "matches" wrongly identified innocent people... Police forces have stored photos of all people
incorrectly matched by automated facial recognition systems, leading to the storage of biometric photos of thousands of
innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased error rates
in this technology and because systems that rely on mug shot databases include a disproportionate number of Black
individuals.

8 Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th
amendment issues. It can permit cataloging of sensitive information and unchecked location tracking. And it can profoundly
impact st amendment rights - endangering and chilling Ist amendment activities and press freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and Computer
Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester Institute of
Technology) note:

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It’s the missing piece in
an already dangerous surveillance infrastructure, built because that infrastructure benefits both the government and private
sectors. And when technologies become so dangerous, and the harm-to-benetit ratio becomes so imbalanced, categorical
bans are worth considering....

It’s easy to think people don’t have a strong privacy interest in faces because many of us routinely show them in public....
The thing is we actually do have a privacy interest in our faces, and this is because humans have historically developed the
values and institutions associated with privacy protections during periods where it’s been difficult to identify most people we
don’t know. Thanks to biological constraints, the human memory is limited; without technological augmentation, we can
remember only so many faces. And thanks to population size and distribution, we’ll encounter only so many people over the
course of our lifetimes. These limitations create obscurity zones.

The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the Future of
Surveillance™. It starkly outlines several of the severe dangers to liberty posed by facial recognition technology. Here's an
excerpt:

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks
surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking. the
Court declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power™ (emphasis
added), a framing that notably focuses not on certain places or types of conversation, but rather on protecting details of each
person’s life against an ever-watching government. Perhaps even more explicitly, the opinion of the Court in Carpenter
stated that “a central aim of the Framers was to place obstacles in the way of a too permeating police surveillance.”..,,

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life” (emphasis
added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately owned places,
but rather on people themselves, wherever they may be.... In Carpenter, the Court highlighted that “a cell phone—almost a
feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore presents heightened risks to
privacy. While cell phones may have become an extension of our bodies, our faces require no such metaphor; unlike
cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces can be subjected to the same type
of continuous surveillance as cellphones, strong limits on surveillance technology will be necessary to properly rebalance
power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its
citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was that in the
course of tracking location. the government would unearth individuals® most sensitive activities. As Justice Sotomayor
highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the abortion clinic, the
AIDS treatment center, the strip club. the criminal defense attorney, the by-the-hour motel, the union meeting. the mosque,
synagogue or church, the gay bar and on and on.”... Such data could be used for an immense array of future government
activities, ranging from profiling, to selective law enforcement investigations, to applications for background checks, to




evaluations for civil service employment opportunities. Equally important is the potentially chnllm;: eHect on political and
other types of participation, such as religious and community activities..

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are
cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of
electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a uniquely
powerful location-tracking tool because there is no *middle man™ for government-managed cameras that controls access to
the data; the entire surveillance system is managed and all relevant information is obtained directly by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme Court
held that “Inviolability of privacy in group association may in many circumstances be indispensable to preservation of
freedom of association, particularly where a group espouses dissident beliefs.”™ In that case, NAACP v. Alabama. the key
action at issue was the government demanding NAACP's Alabama membership list. In the digital age. no such direct action
is necessary to remove the anonymity of an organization’s members. A single camera outside the entrance or exit to a
group’s events combined with facial recognition could produce a membership list without consent or even notification. And
because such identification can be done with practically no expenditure of human resources, it can be conducted on a mass
scale....

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition could
allow law enforcement o scan crowds during large protests, political events, or religious ceremonies, and then arrest any
individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty offense could enable
arbitrary action and abusive targeting, such as against selectively targeted individuals attending “events of interest.” such as
protests, political events, and religious ceremonies. This was already observed on a small scale with Geofeedia—a social
media-monitoring company—which admitted that Baltimore police used the service during protests to “run social media
photos through facial recognition technology™ to find individuals with “outstanding warrants and arrest them directly from
the crowd.” with the goal of targeting individuals who were protesting. Given the number of bench warrants for petty
offenses that some municipalities maintain, it is entirely possible that facial recognition could become an “arrest-at-will™
authority used to disrupt such activities on a broad basis....

Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic
devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions. If it

becomes a tool to pinpoint how individuals interact and meet with journalists, it could present significant roadblocks for
journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. Please support a strict
ban on the use of this violative technology.

Sincerely,

Daniet Bock - Madison, W1 resident







me. As a mother raising a child against a backdrop of increased securitization and social instability, it terrifies and offends
me.

Facial recognition software produces inaccurate and biased results.

Some people have a mistaken belief that facial recognition technology works as it’s portrayed in TV shows like NCIS. Such
shows are science fiction — reality is totally different.

Inaccuracy is particularly high with children and the elderly. The 2019 NIST (National Institute of Standards and
Technology) report shows that if you use ideal photos (i.e., the best possible conditions) for both a test photo of a child and a
database of photos of different children, the typical vendor algorithm will incorrectly call 1% of all photos in the database a
match (making this technology close to useless for children). There's also racial bias - existing facial recognition software
exhibit greatly elevated error rates with faces of Black folks, and especially Black women.

Moreover, as one article notes of the NIST findings...

accuracy is only possible in ideal conditions where there is consistency in lighting and positioning, and where the facial
features of the subjects are clear and unobscured. In real world deployments, accuracy rates tend to be far lower. For
example, the FRVT [2019 NIST Facial Recognition Vendor Test] found that the error rate for one leading algorithm climbed
from 0.1% [for middle-aged adults] when matching against high-quality mugshots to 9.3% when matching instead to
pictures of individuals captured 'in the wild,' where the subject may not be looking directly at the camera or may be obscured
by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have been inaccurate. On
average, a staggering 95% of "matches' wrongly identified innocent people... Police forces have stored photos of all
people incorrectly matched by automated facial recognition systems, leading to the storage of biometric photos of thousands
of innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased error rates
in this technology and because systems that rely on mug shot databases include a disproportionate number of Black
individuals.

Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th
amendment issues. It can permit cataloging of sensitive information and unchecked location tracking. And it can profoundly
impact 1st amendment rights - endangering and chilling 1st amendment activities and press freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and Computer
Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester Institute of
Technology) note:

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It’s the missing piece in
an already dangerous surveillance infrastructure, built because that infrastructure benefits both the government and private
sectors. And when technologies become so dangerous, and the harm-to-benefit ratio becomes so imbalanced, categorical
bans are worth considering....

It’s easy to think people don’t have a strong privacy interest in faces because many of us routinely show them in public....
The thing is we actually do have a privacy interest in our faces, and this is because humans have historically developed the
values and institutions associated with privacy protections during periods where it’s been difficult to identify most people we
don’t know. Thanks to biological constraints, the human memory is limited; without technological augmentation, we can
remember only so many faces. And thanks to population size and distribution, we’ll encounter only so many people over the
course of our lifetimes. These limitations create obscurity zones.
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The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the Future of
Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition technology. Here's an
excerpt:

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks
surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking, the
Court declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power” (emphasis
added), a framing that notably focuses not on certain places or types of conversation, but rather on protecting details of each
person’s life against an ever-watching government. Perhaps even more explicitly, the opinion of the Court in Carpenter
stated that “a central aim of the Framers was to place obstacles in the way of a too permeating police surveillance.”,,,,

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life” (emphasis
added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately owned places,
but rather on people themselves, wherever they may be.....In Carpenter, the Court highlighted that “a cell phone—almost a
feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore presents heightened risks to
privacy. While cell phones may have become an extension of our bodies, our faces require no such metaphor; unlike
cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces can be subjected to the same type
of continuous surveillance as cellphones, strong limits on surveillance technology will be necessary to properly rebalance
power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its
citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was that in the
course of tracking location, the government would unearth individuals’ most sensitive activities. As Justice Sotomayor
highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the abortion clinic, the
AIDS treatment center, the strip club, the criminal defense attorney, the by-the-hour motel, the union meeting, the mosque,
synagogue or church, the gay bar and on and on.”... Such data could be used for an immense atray of future government
activities, ranging from profiling, to selective law enforcement investigations, to applications for background checks, to
evaluations for civil service employment opportunities. Equally important is the potentially chilling effect on political and
other types of participation, such as religious and community activities....

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are
cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of
electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a uniquely
powerful location-tracking tool because there is no “middle man” for government-managed cameras that controls access to
the data; the entire surveillance system is managed and all relevant information is obtained directly by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme Court
held that “Inviolability of privacy in group association may in many circumstances be indispensable to preservation of
freedom of association, particularly where a group espouses dissident beliefs.” In that case, NAACP v. Alabama, the key
action at issue was the government demanding NAACP’s Alabama membership list. In the digital age, no such direct action
is necessary to remove the anonymity of an organization’s members. A single camera outside the entrance or exit to a
group’s events combined with facial recognition could produce a membership list without consent or even notification. And
because such identification can be done with practically no expenditure of human resources, it can be conducted on a mass
scale.... :

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition could
allow law enforcement to scan crowds during large protests, political events, or religious ceremonies, and then arrest any
individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty offense could enable
arbitrary action and abusive targeting, such as against selectively targeted individuals attending “events of interest,” such as
protests, political events, and religious ceremonies. This was already observed on a small scale with Geofeedia—a social
media-monitoring company—which admitted that Baltimore police used the service during protests to “run social media
photos through facial recognition techiology” to find individuals with “outstanding warrants and arrest them directly from
the crowd,” with the goal of targeting individuals who were protesting. Given the number of bench warrants for petty
offenses that some municipalities maintain, it is entirely possible that facial recognition could become an “arrest-at-will”
authority used to disrupt such activities on a broad basis.... »
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Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic - .
devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions?If it
becomes a tool to pinpoint how individuals interact and meet with journalists, it could present significant roadblocks for
journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. Please support a strict
ban on the use of this violative technology.

Sincerely,

Esty Dinur
District 18
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existing facial recognition software exhibit greatly elevated error rates with faces of Black folks, and especially
Black women.

Moreover, as one article notes of the NIST findings...

accuracy is only possible in ideal conditions where there is consistency in lighting and positioning, and where the
facial features of the subjects are clear and unobscured. In real world deployments, accuracy rates tend to be far
lower. For example, the FRVT [2019 NIST Facial Recognition Vendor Test] found that the error rate for one
leading algorithm climbed from 0.1% [for middle-aged adults] when matching against high-quality mugshots to
9.3% when matching instead to pictures of individuals captured ‘in the wild,’ where the subject may not be looking
directly at the camera or may be obscured by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches using automated facial recognition to date have been
inaccurate. On average, a staggering 95% of "matches" wrongly identified innocent people... Police forces have
stored photos of all people incorrectly matched by automated facial recognltlon systems, leading to the storage of
biometric photos of thousands of innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased
error rates in this technology and because systems that rely on mug shot databases include a disproportionate
number of Black individuals.

Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th
amendment issues. It can permit cataloging of sensitive information and unchecked location tracking. And it can
profoundly impact 1st amendment rights - endangering and chilling 1st amendment activities and press
freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and
Computer Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at
Rochester Institute of Technology) note:

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It’s the
missing piece in an already dangerous surveillance infrastructure, built because that infrastructure benefits both
the government and private sectors. And when technologies become so dangerous, and the harm-to-benefit ratio
becomes so imbalanced, categorical bans are worth considering.. ..

It’s easy to think people don’t have a sfrong privacy interest in faces because many of us routinely show them in
public.... The thing is we actually do have a privacy interest in our faces, and this is because humans have
historically developed the values and institutions associated with privacy protections during periods where it’s
been difficult to identify most people we don’t know. Thanks to biological constraints, the human memory is
limited; without technological augmentation, we can remember only so many faces. And thanks to population size
and distribution, we’ll encounter only so many people over the course of our lifetimes. These limitations create
obscurity zones.

The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the
Future of Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition
technology. Here's an excerpt:

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel
risks surveillance in the digital age pose, fully embracing the right fo privacy. In an opinion focused on cellphone
tracking, the Court declared that “the [Fourth] Amendment seeks fo secure the privacies of life against arbitrary
power” (emphasis added), a framing that notably focuses not on certain places or types of conversation, but
rather on protecting details of each person’s life against an ever-watching government. Perhaps even more
explicitly, the opinion of the Court in Carpenter stated that “a central aim of the Framers was to place obstacles in
the way of a too permeating police surveillance.”,,,,

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life”
(emphasis added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on
privately owned places, but rather on people themselves, wherever they may be.... In Carpenter, the Court
highlighted that “a cell phone—almost a feature of human anatomy—tracks nearly exactly the movements of its
owner,” and therefore presents heightened risks to privacy. While cell phones may have become an extension of
our bodies, our faces require no such metaphor; unlike cellphones, our faces are never able to be turned off, left
behind, or cast aside. If our faces can be subjected fo the same type of continuous surveillance as cellphones,
strong limits on surveillance technology will be necessary to properly rebalance power between the government
and the people...
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Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government
and its citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and
Carpenter was that in the course of tracking location, the government would unearth individuals’ most sensitive
activities. As Justice Sotomayor highlighted, this form of surveillance could catalog ‘“trips to the psychiatrist, the
plastic surgeon, the abortion clinic, the AIDS freatment center, the strip club, the criminal defense attorney, the
by-the-hour motel, the union meeting, the mosque, synagogue or church, the gay bar and on and on.”... Such
data could be used for an immense array of future government activities, ranging from profiling, to selective law
enforcement investigations, to applications for background checks, fo evaluations for civil service employment
opportunities. Equally important is the potentially chilling effect on political and other types of participation, such
as religious and community activities.. ..

Facial recognition surveillance threatens to become as powerful a method of finding and fracking individuals as
are cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other
forms of electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could
become a uniquely powerful location-tracking tool because there is no “middle man” for government-managed
cameras that controls access to the data; the entire surveillance system is managed and all relevant information
is obtained directly by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the
Supreme Court held that “Inviolability of privacy in group association may in many circumstances be
indispensable to preservation of freedom of association, particularly where a group espouses dissident beliefs.”
In that case, NAACP v. Alabama, the key action at issue was the government demanding NAACP’s Alabama
membership list. In the digital age, no such direct action is necessary to remove the anonymity of an
organization’s members. A single camera outside the entrance or exit to a group’s events combined with facial
recognition could produce a membership list without consent or even notification. And because such /dent/f/cat/on
can be done with practically no expenditure of human resources, it can be conducted on a mass scale..

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition
could allow law enforcement to scan crowds during large protests, political events, or religious ceremonies, and
then arrest any individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any
petty offense could enable arbitrary action and abusive targeting, such as against selectively targeted individuals
attending “events of interest,” such as protests, political events, and religious ceremonies. This was already
observed on a small scale with Geofeedia—a social media-monitoring company—which admitted that Baltimore
police used the service during protests to “run social media photos through facial recognition technology” to find
individuals with “outstanding warrants and arrest them directly from the crowd,” with the goal of targeting
individuals who were protesting. Given the number of bench warrants for petty offenses that some municipalities
maintain, it is entirely possible that facial recognition could become an “arrest-at-will” authority used to disrupt
such activities on a broad basis. ...

Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other
electronic devices with built in GPS at home. But facial recognition can be used not just fo catalog activities, but
also interactions. If it becomes a tool to pinpoint how individuals interact and meet with journalists, it could
present significant roadblocks for journalists seeking to speak to sources and whistleblowers while preserving
anonymity. '

Face surveillance is a menace disguised as a gift. Its |mplementatlon threatens to leave us all less free. Please
support a strict ban on the use of this violative technology.

Sincerely, -

Elena Haasl
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Veldran, Lisa

From: rongratz@gmail.com

Sent: Monday, November 30, 2020 12:01 PM
To: All Alders

Subject: [All Alders] Facial Recognition Cameras

Recipient: All Alders

Name: Ron Gratz

Address: 706 S. High Point Road, #310, Madison, WI 53719
Phone: 608-770-1359

Email: rongratz@gmail.com

Would you like us to contact you? No, do not contact me

Message:
Hello:

I wish to express my opposition regarding the proposed facial recognition ordinance. While I appreciate the concerns
that the cameras/photos supporters have to not allow law enforcement to use these cameras, I strongly feel that they
should be allowed in high level felony cases such as 1st and 2nd degree sexual assault, homicides including attempted.
If the only piece of information that can provide a lead for law enforcement, why would even consider this to be a
violation of an ordinance? Every possible avenue should be explored to bring someone to justice. Once a persons have
been identified, the information alone cannot be enough to convict but can be substantial in forming a case and
evidence to identify the suspect. What if it was your loved one, or friend, or colleague that was murdered or assaulted
and the police were left with very little evidence but the facial recognition could help lead the investigation? Tell that to
a parent that they cannot use the facial recognition program to identify a possible suspect or to create a lead!

Of course there need to be checks and balances but let the judge decide that, not YOU, the council. Put limitations on
the use of the camera. You should never flat-out eliminate any possible evidence that can be used to identify a criminal.

Thank you!

Ron Gratz
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Adopting the ban on facial surveillance in the city not only demonstrates a moral commitment to our city and
citizens, it also counters a growing trend to employ technology with the hopes of ‘revolutionizing’ practices when

really little changes. I am asking you to support agenda item 76 and ban facial surveillance in the city
completely, with no further amendments.

If you have any questions or would like any sources/data for the above points, please feel free to reach out to me.

Thank you,
Xerxes Minocher

10 Lakewood Gardens Lane, Madison, WI
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already observed on a small scale with Geofeedia—a social media-monitoring company—which admitted that
Baltimore police used the service during protests to “run social media photos through facial recognition
technology” to find individuals with “outstanding warrants and arrest them directly from the crowd,” with the goal
of targeting individuals who were protesting. Given the number of bench warrants for petty offenses that some
municipalities maintain, it is entirely possible that facial recognition could become an “arrest-at-will” authority
used to disrupt such activities on a broad basis....

Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other
electronic devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but
also interactions. If it becomes a tool to pinpoint how individuals interact and meet with journalists, it could
present significant roadblocks for journalists seeking to speak to sources and whistleblowers while preserving
anonymity.

Face surveillance technology imposes yet another serious problem. As the ACLU notes in a letter to Oakland elected

officials (and the same would apply for Madison):
any facial recognition system would require a massive sensitive database featuring the sensitive face prints of
Oakland [Madison] residents without their consent. To attempt to identify or track a person by their biometric
features, a facial recognition system requires the biometric information of a substantial number of individuals to
match against. If such a system were built in Oakland [Madison], individual Oaklanders [Madison residents]
would not have the opportunity to consent to the exploitation of their sensitive biometric information or the use of
such technology against them. The information in these huge matching databases may become attractive
targets for malicious actors and the target of exploitation attempts by other government agencies, such as ICE.
And a database of sensitive biometric information is a liability and vulnerable to breach: just this month, we
learned that face images of American travelers held by the Customs and Border Protection were hacked and
leaked onto the internet.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. Please
support a strict ban on the use of this violative technology.

Sincerely,
Dr. Gregory Gelembiuk
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Facial recognition software produces inaccurate and biased results.

Some people have a mistaken belief that facial recognition technology works as it’s portrayed in TV shows like NCIS.
Such shows are science fiction — reality is totally different,

Inaccuracy is particularly high with children and the elderly. The 2019 NIST (National Institute of Standards and
Technology) report shows that if you use ideal photos (i.e., the best possible conditions) for both a test photo of a child
and a database of photos of different children, the typical vendor algorithm will incorrectly call 1% of all photos in the
database a match (making this technology close to useless for children). There's also racial bias - existing facial
recognition software exhibit greatly elevated error rates with faces of Black folks, and especially Black women.
Moreover, as one article notes of the NIST findings...

accuracy is only possible in ideal conditions where there is consistency in lighting and positioning, and
where the facial features of the subjects are clear and unobscured. In real world deployments, accuracy
rates tend to be far lower. For example, the FRVT [2019 NIST Facial Recognition Vendor Test] found
that the error rate for one leading algorithm climbed from 0.1% [for middle-aged adults] when matching
against high-quality mugshots to 9.3% when matching instead to pictures of individuals captured 'in the
wild,' where the subject may not be looking directly at the camera or may be obscured by objects or
shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have
been inaccurate. On average, a staggering 95% of "matches' wrongly identified innocent people. ..
Police forces have stored photos of all people incorrectly matched by automated facial recognition
systems, leading to the storage of biometric photos of thousands of innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased error
rates in this technology and because systems that rely on mug shot databases include a disproportionate number of
Black individuals.

Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th
amendment issues. It can permit cataloging of sensitive information and unchecked location tracking. And it can
profoundly impact 1st amendment rights - endangering and chilling 1st amendment activities and press freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and
Computer Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester
Institute of Technology) note:

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It’s
the missing piece in an already dangerous surveillance infrastructure, built because that infrastructure
benefits both the government and private sectors. And when technologies become so dangerous, and the
harm-to-benefit ratio becomes so imbalanced, categorical bans are worth considering. ...

It’s easy to think people don’t have a strong privacy interest in faces because many of us routinely show
them in public.... The thing is we actually do have a privacy interest in our faces, and this is because
humans have historically developed the values and institutions associated with privacy protections
during periods where it’s been difficult to identify most people we don’t know. Thanks to biological
constraints, the human memory is limited; without technological augmentation, we can remember only
so many faces. And thanks to population size and distribution, we’ll encounter only so many people over
~ the course of our lifetimes. These limitations create obscurity zones.

The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the
Future of Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition
technology. Here's an excerpt:

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on
the novel risks surveillance in the digital age pose, fully embracing the right to privacy. In an opinion
focused on cellphone tracking, the Court declared that “the [Fourth] Amendment seeks to secure the
privacies of life against arbitrary power” (emphasis added), a framing that notably focuses not on certain
places or types of conversation, but rather on protecting details of each person’s life against an ever-
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watching government. Perhaps even more explicitly, the opinion of the Court in Carpenter stated that “a
central aim of the Framers was to place obstacles in the way of a too permeating police surveillance.”,,,,

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies
of life” (emphasis added), it was emphasizing that Fourth Amendment privacy protections do not focus
narrowly on privately owned places, but rather on people themselves, wherever they may be.... In
Carpenter, the Court highlighted that “a cell phone—almost a feature of human anatomy—tracks nearly
exactly the movements of its owner,” and therefore presents heightened risks to privacy. While cell
phones may have become an extension of our bodies, our faces require no such metaphor; unlike
cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces can be
subjected to the same type of continuous surveillance as cellphones, strong limits on surveillance
technology will be necessary to properly rebalance power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the
government and its citizens in a unique and especially troubling way. The Supreme Court’s key fear in
both Jones and Carpenter was that in the course of tracking location, the government would unearth
individuals’ most sensitive activities. As Justice Sotomayor highlighted, this form of surveillance could
catalog “trips to the psychiatrist, the plastic surgeon, the abortion clinic, the AIDS treatment center, the
strip club, the criminal defense attorney, the by-the-hour motel, the union meeting, the mosque,
synagogue or church, the gay bar and on and on.”... Such data could be used for an immense array of
future government activities, ranging from profiling, to selective law enforcement investigations, to
applications for background checks, to evaluations for civil service employment opportunities. Equally
important is the potentially chilling effect on political and other types of participation, such as religious
and community activities....

Facial recognition surveillance threatens to become as powerful a method of finding and tracking
individuals as are cellphone and GPS tracking. While the Supreme Court has imposed a warrant
requirement for these other forms of electronic location tracking, no such limit exists for facial
recognition. In time, facial recognition could become a uniquely powerful location-tracking tool because
there is no “middle man” for government-managed cameras that controls access to the data; the entire
surveillance system is managed and all relevant information is obtained directly by law enforcement. ..

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago,
the Supreme Court held that “Inviolability of privacy in group association may in many circumstances
be indispensable to preservation of freedom of association, particularly where a group espouses dissident
beliefs.” In that case, NAACP v. Alabama, the key action at issue was the government demanding
NAACP’s Alabama membership list. In the digital age, no such direct action is necessary to remove the
anonymity of an organization’s members. A single camera outside the entrance or exit to a group’s
events combined with facial recognition could produce a membership list without consent or even
notification. And because such identification can be done with practically no expenditure of human
resources, it can be conducted on a mass scale....

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial
recognition could allow law enforcement to scan crowds during large protests, political events, or
religious ceremonies, and then arrest any individual with an active bench warrant. Ability to effortlessly
identify any bench warrant for any petty offense could enable arbitrary action and abusive targeting,
such as against selectively targeted individuals attending “events of interest,” such as protests, political
events, and religious ceremonies. This was already observed on a small scale with Geofeedia—a social
media-monitoring company—which admitted that Baltimore police used the service during protests to
“run social media photos through facial recognition technology” to find individuals with “outstanding
warrants and arrest them directly from the crowd,” with the goal of targeting individuals who were
protesting. Given the number of bench warrants for petty offenses that some municipalities maintain, it
is entirely possible that facial recognition could become an “arrest-at-will” authority used to disrupt such
activities on a broad basis....
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Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and
other electronic devices with built in GPS at home. But facial recognition can be used not just to catalog
activities, but also interactions. If it becomes a tool to pinpoint how individuals interact and meet with
journalists, it could present significant roadblocks for journalists seeking to speak to sources and
whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementationvthreatens to leave us all less free. Please support a
strict ban on the use of this violative technology.

Sincerely,
Stacey Williams
Madison resident - Emerson East
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When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life”
(emphasis added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately
owned places, but rather on people themselves, wherever they may be.... In Carpenter, the Court highlighted that “a
cell phone—almost a feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore
presents heightened risks to privacy. While cell phones may have become an extension of our bodies, our faces require
no such metaphor; unlike cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces
can be subjected to the same type of continuous surveillance as cellphones, strong limits on surveillance technology
will be necessary to properly rebalance power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its
citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was that
in the course of tracking location, the government would unearth individuals’ most sensitive activities. As Justice
Sotomayor highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the
abortion clinic, the AIDS treatment center, the strip club, the criminal defense attorney, the by-the-hour motel, the
union meeting, the mosque, synagogue or church, the gay bar and on and on.”... Such data could be used for an
immense array of future government activities, ranging from profiling, to selective law enforcement investigations, to
applications for background checks, to evaluations for civil service employment opportunities. Equally important is the
potentially chilling effect on political and other types of participation, such as religious and community activities....
Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are
cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of
electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a
uniquely powerful location-tracking tool because there is no “middle man” for government-managed cameras that
controls access to the data; the entire surveillance system is managed and all relevant information is obtained directly
by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme
Court held that “Inviolability of privacy in group association may in many circumstances be indispensable to
preservation of freedom of association, particularly where a group espouses dissident beliefs.” In that case, NAACP v.
Alabama, the key action at issue was the government demanding NAACP’s Alabama membership list. In the digital
age, no such direct action is necessary to remove the anonymity of an organization’s members. A single camera outside
the entrance or exit to a group’s events combined with facial recognition could produce a membership list without
consent or even notification. And because such identification can be done with practically no expenditure of human
resources, it can be conducted on a mass scale....

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition
could allow law enforcement to scan crowds during large protests, political events, or religious ceremonies, and then
arrest any individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty
offense could enable arbitrary action and abusive targeting, such as against selectively targeted individuals attending
“events of interest,” such as protests, political events, and religious ceremonies. Given the number of bench warrants
for petty offenses that some municipalities maintain, it is entirely possible that facial recognition could become an
“arrest-at-will” authority used to disrupt such activities on a broad basis....

Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic
devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions.
If it becomes a tool to pinpoint how individuals interact and meet with journalists, it could present significant
roadblocks for journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. 2020 has shown
that racism and biases are still real and an issue. Please do not add the threats this technology can impose to an already
broken law enforcement system.

Please support a strict ban on the use of this violative technology. Thank you for your time.

Sincerely,

Michelle Kaiser
Madison, WI
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Sources of error due to design of facial recognition technology include (a) the
datasets that are used to train (teach) the machine learning system; (b) the choice
of which features are most critical for a “match”; (c) variations in lighting,
resolution, angle and distance. For examples of how these biases affect results,
databases and machine learning systems based on mugshots will overrepresent
people of color due to the racial bias inherent in the criminal justice system.
Further, these databases assume criminality even though the photos are of
people who haven’t been convicted of any crime. In contrast, databases and
machine learning based on driver’s license photos will be majority white and therefore
will under-specify features associated with people of color, not to mention

children. Finally, databases constructed from publicly available photos (e.g., CCTV
or Facebook) will exhibit more bias resulting from differences in quality, lighting or
other contextual cues. Similarities in hairstyles, clothing, and make-up also can
cause mis-matchesa.

In addition, there are also sources of error due to use, including (d) automation
bias, (e) confirmation bias, and (f) reckless use. Automation bias is the tendency to
treat a machine’s output as fact, not understanding the potential sources of error
outlined above or variations in the types of bias in systems with differences in
design. Confirmation bias is the tendency to believe any output provided by the
system that supports an already held view or suspicion, regardless of the
credibility of the source. Numerous scientists and human rights advocates have
indicated facial recognition technology currently lacks credibility.

Given the high error rate of facial recognition technology and the repercussions
of a mistake, all use of facial recognition technology is reckless use at this time.
On these grounds, fourteen cities including San Francisco and Boston have
already banned its use. Forty informed groups have called for a moratoriuma.
Why invest in a technology that isn’t reliable, can cause tremendous harm, and
which further exacerbates existing societal biases ?

Imagine the semblance you were matched to originated from a mugshot
database. And that the people who did the matching were police immediately
swarming and surrounding you with tasers and/or guns drawn. Imagine losing
your job or the goodwill of your stranger neighbors due to the hullabaloo. Imagine
being thrown in jail without the opportunity to inquire or prove they had the wrong
personas. Police are intuitively going to believe the results of technology that is
there to help them, especially when it confirms their already existing biases. Even
without facial recognition software, this is already a problem: | clearly remember
MPD pulling over and surrounding with guns drawn, a Black woman driving her
car home this summer. She had reported her car stolen, and then reported it
found before driving it home. Maybe a clerical time delay was at fault or another
type of glitch. The more we rely on databases and software the greater the
opportunities for life-altering glitches. The time scale on which police act and
the seriousness of potential consequences makes facial recognition an
extremely UNWISE choice for Law Enforcement.

A 2019 NIST (National Institute of Standards and Technology) study evaluating the
error rates of different facial recognition systems designed in the U.S. found up to
a 100-fold difference in mismatch errors for Black, Asian-American, and Native
American adults . False positive rates were also much higher for women, elderly
and childrens. Other studies have found mis-match rates as high as 80% and 95%.
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data” . The entire data landscape is a distortion of data points 10 (and photos)
collected by businesses with self-interests other than an accurate representation
of an individual, that person’s character and life. Data and photos taken out of
context create anomalous errors and artifacts that can be impossible for any given
individual to track down.

8) Nefarious actors : Once databases exist, there is little.to stop their use by

stalkers and other nefarious actors, whether in law enforcement or not. People do
change, whereas data can be stored forever. As a general rule, every increase in
information technology and every increase in the market forces for the use of a
technology increases the ‘surface area’ of vulnerability (or attack surface) to an
extent the human mind isn’t readily able to keep up with . What's worse,
corporations are increasingly washing their hands of their responsibility for the
risks of their creations. Very recently, multiple hospitals have been frozen out of
their patient databases, their doctors and patients essentially held for ransomas.

10) There is no clear legal or regulatory framework : Data mining is the wild wi'ld
West in the middle of a gold or oil rush. We are only beginning to understand its
harms. Our laws and regulatory frameworks are decades behind.

(11) The existential threat mentioned at the beginning of this letter : As Anna Lauren
Hoffmann observes1z, "Privacy is not a horror movie, most privacy problems don't.
result in dead bodies, and demanding evidence of palpable harms will be difficult

in many cases." Without question, however, law enforcement is a context in which
the palpable harms of facial recognition could result in a horror movie and dead
bodies in real life. ‘

In sum, no matter what law enforcement will try to assure you of a) Police and officials usually have little
understanding of the biases and assumptions of the databases and machine/deep

learning algorithms used to make identifications; b) Police and officials cannot guarantee

the validity and security of the information. As a scientist, it is my firm conclusion that the

existence and use of facial recognition technology offers little improvement in solving

crime, is at least as likely to create more victims, and dramatically increases the “surface

area” of vulnerability (or attack surface) beyond what human minds can cope with.

"As a constitutional principle embodied in the Fourth Amendment’s protection from
“unreasonable searches and seizures,” privacy is meant to do more than create legal
walls that mirror physical ones, and is not limited to situations where we are inside our
own housesis.” As the Supreme Court has recognized, the concept of privacy needs to
include a "privacy of life” that allows us freedom of association in public spaces and
allows us to lose ourselves in the anonymity of a crowd1a.

"Facial recognition is not a benign extension of existing surveillance practices— it's
rocket fuel. We should reject anything less than a moratorium.”ss In short, Madison, if

wanting to preserve the sanity of society, democracy, free speech, privacy and individual
civil rights, should ban facial recognition technology, too.

Sincerely,

Gisela Wilson, PhD

1 Facial Recognition and Equity (with Matt Cagle)
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Sources of error due to design of facial recognition technology include (a) the
datasets that are used to train (teach) the machine learning system; (b) the choice
of which features are most critical for a “match”; (c) variations in. lighting,
resolution, angle and distance. For examples of how these biases affect results,
databases and machine learning systems based on mugshots will overrepresent
people of color due to the racial bias inherent in the criminal justice system.
Further, these databases assume criminality even though the photos are of

people who haven'’t been convicted of any crime. In contrast, databases and
machine learning based on driver’s license photos will be majority white and therefore
will under-specify features associated with people of color, not to mention

children. Finally, databases constructed from publicly available photos (e.g., CCTV
or Facebook) will exhibit more bias resulting from differences in quality, lighting or
other contextual cues. Similarities in hairstyles, clothing, and make-up also can
cause mis-matches:. ‘

In addition, there are also sources of error due to use, including (d) automation
bias, (e) confirmation bias, and (f) reckless use. Automation bias is the tendency to
treat a machine’s output as fact, not understanding the potential sources of error
outlined above or variations in the types of bias in systems with differences in
design. Confirmation bias is the tendency to believe any output provided by the
system that supports an already held view or suspicion, regardless of the
credibility of the source. Numerous scientists and human rights advocates have
indicated facial recognition technology currently lacks credibility.

Given the high error rate of facial recognition technology and the repercussions
of a mistake, all use of facial recognition technology is reckless use at this time.
On these grounds, fourteen cities including San Francisco and Boston have
already banned its use. Forty informed groups have called for a moratoriuma.
Why invest in a technology that isn’t reliable, can cause tremendous harm, and
which further exacerbates existing societal biases ?

Imagine the semblance you were matched to originated from a mugshot
database. And that the people who did the matching were police immediately
swarming and surrounding you with tasers and/or guns drawn. Imagine losing
your job or the goodwill of your stranger neighbors due to the hullabaloo. Imagine
being thrown in jail without the opportunity to inquire or prove they had the wrong
persons. Police are intuitively going to believe the results of technology that is
there to help them, especially when it confirms their already existing biases. Even
without facial recognition software, this is already a problem: | clearly remember
MPD pulling over and surrounding with guns drawn, a Black woman driving her
car home this summer. She had reported her car stolen, and then reported it
found before driving it home. Maybe a clerical time delay was at fault or another
type of glitch. The more we rely on databases and software the greater the
opportunities for life-altering glitches. The time scale on which police act and
the seriousness of potential consequences makes facial recognition an
extremely UNWISE choice for Law Enforcement.

A 2019 NIST (National Institute of Standards and Technology) study evaluating the
error rates of different facial recognition systems designed in the U.S. found up to
a 100-fold difference in mismatch errors for Black, Asian-American, and Native
American adults . False positive rates were also much higher for women, elderly
and childrens. Other studies have found mis-match rates as high as 80% and 95%.
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data” . The entire data landscape is a distortion of data points 10 (and photos)
collected by businesses with self-interests other than an accurate representation
of an individual, that person’s character and life. Data and photos taken out of
context create anomalous errors and artifacts that can be impossible for any given
individual to track down.

8) Nefarious actors : Once databases exist, there is little to stop their use by

stalkers and other nefarious actors, whether in law enforcement or not. People do
change, whereas data can be stored forever. As a general rule, every increase in
information technology and every increase in the market forces for the use of a
technology increases the ‘surface area’ of vulnerability (or attack surface) to an
extent the human mind isn’t readily able to keep up with . What's worse,
corporations are increasingly washing their hands of their responsibility for the
risks of their creations. Very recently, multiple hospitals have been frozen out of
their patient databases, their doctors and patients essentially held for ransomi1.

10) There is no clear legal or regulatory framework : Data mining is the wild wild
West in the middle of a gold or oil rush. We are only beginning to understand its
harms. Our laws and regulatory frameworks are decades behind.

(11) The existential threat mentioned at the beginning of this letter : As Anna Lauren
Hoffmann observesiz, "Privacy is not a horror movie, most privacy problems don't
result in dead bodies, and demanding evidence of palpable harms will be difficult

in many cases." Without question, however, law enforcement is a context in which
the palpable harms of facial recognition could result in a horror movie and dead
bodies in real life.

In sum, no matter what law enforcement will try to assure you of a) Police and officials usually have little
understanding of the biases and assumptions of the databases and machine/deep

learning algorithms used to make identifications; b) Police and officials cannot guarantee

the validity and security of the information. As a scientist, it is my firm conclusion that the

existence and use of facial recognition technology offers little improvement in solving

crime, is at least as likely to create more victims, and dramatically increases the “surface

area” of vulnerability (or attack surface) beyond what human minds can cope with.

"As a constitutional principle embodied in the Fourth Amendment’s protection from
“unreasonable searches and seizures,” privacy is meant to do more than create legal
walls that mirror physical ones, and is not limited to situations where we are inside our
own houses1s.” As the Supreme Court has recognized, the concept of privacy needs to
include a "privacy of life” that allows us freedom of association in public spaces and
allows us to lose ourselves in the anonymity of a crowdsa.

"Facial recognition is not a benign extension of existing surveillance practices— it's
rocket fuel. We should reject anything less than a moratorium.”ss In short, Madison, if
wanting to preserve the sanity of society, democracy, free speech, privacy and individual
civil rights, should ban facial recognition technology, too.

Sincerely,
Gisela Wilson, PhD

1244 Morrison Ct
Madison, WI 53703
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Veldran, Lisa

From: Lesaboat@charter.net

Sent: Tuesday, December 01, 2020 12:48 AM

To: All Alders

Subject: [All Alders] Ban of all facial recognition technology use
Recipient: All Alders

Name: Lesa Reisdorf

Address: 1814 Camus Lane, Madison, WI 53705
Phone: 608-232-7449

Email: Lesaboat@charter.net

Would you like us to contact you? No, do not contact me

Message:

I listened to your entire meeting and did a bit of research myself. The technology is not perfect, but if it’s used as a tool
to help solve crimes and identify victims in conjunction with other evidence that support its results, I think it could be
useful with certain limitations. If those guidelines and perimeters are clearly specified in advance with proper training,
ongoing observation, data collection and regular review, I think it could be beneficial for our community in protecting
children and solving crime. Please do not vote to completely ban it but vote to amend with certain guidelines and
designated uses. Thanks.
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pictures of individuals captured 'in the wild,' where the subject may not be looking directly at the camera or may be obscured
by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have been inaccurate. On
average, a staggering 95% of "matches" wrongly identified innocent people... Police forces have stored photos of all people
incorrectly matched by automated facial recognition systems, leading to the storage of biometric photos of thousands of
innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased error rates
in this technology and because systems that rely on mug shot databases include a disproportionate number of Black
individuals.

Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th amendment
issues. It can permit cataloging of sensitive information and unchecked location tracking. And it can profoundly impact 1st
amendment rights - endangering and chilling 1st amendment activities and press freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and Computer
Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester Institute of
Technology) note:

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It's the missing piece
in an already dangerous surveillance infrastructure, built because that infrastructure benefits both the government and
private sectors. And when technologies become so dangerous, and the harm-to-benefit ratio becomes so imbalanced,
categorical bans are worth considering....

It's easy to think people don’t have a strong privacy interest in faces because many of us routinely show them in public....
The thing is we actually do have a privacy interest in our faces, and this is because humans have historically developed the
values and institutions associated with privacy protections during periods where it's been difficult to identify most people we
don’t know. Thanks to biological constraints, the human memory is limited; without technological augmentation, we can
remember only so many faces. And thanks to population size and distribution, we’ll encounter only so many people over the
course of our lifetimes. These limitations create obscurity zones.

The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the Future of
Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition technology. Here's an
excerpt:

In last year's landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks
surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking, the
Court declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power” (emphasis
added), a framing that notably focuses not on certain places or types of conversation, but rather on protecting details of
each person’s life against an ever-watching government. Perhaps even more explicitly, the opinion of the Court in Carpenter
stated that “a central aim of the Framers was to place obstacles in the way of a too permeating police surveillance.”,,,,
When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life” (emphasis
added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately owned places,
but rather on people themselves, wherever they may be.... In Carpenter, the Court highlighted that “a cell phone—almost a
feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore presents heightened risks to
privacy. While cell phones may have become an extension of our bodies, our faces require no such metaphor; unlike
cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces can be subjected to the same
type of continuous surveillance as cellphones, strong limits on surveillance technology will be necessary to properly
rebalance power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its
citizens in a unique and especially troubling way. The Supreme Court's key fear in both Jones and Carpenter was that in the
course of tracking location, the government would unearth individuals’ most sensitive activities. As Justice Sotomayor
highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the abortion clinic, the AIDS
treatment center, the strip club, the criminal defense attorney, the by-the-hour motel, the union meeting, the mosque,
synagogue or church, the gay bar and on and on.”... Such data could be used for an immense array of future government
activities, ranging from profiling, to selective law enforcement investigations, to applications for background checks, to
evaluations for civil service employment opportunities. Equally important is the potentially chilling effect on political and
other types of participation, such as religious and community activities....

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are
cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of
electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a uniquely
powerful location-tracking tool because there is no “middle man” for government-managed cameras that controls access to
the data; the entire surveillance system is managed and all relevant information is obtained directly by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme
Court held that “Inviolability of privacy in group association may in many circumstances be indispensable to preservation of
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freedom of association, particularly where a group espouses dissident beliefs.” In that case, NAACP v. Alabama, the key
action at issue was the government demanding NAACP’s Alabama membership list. In the digital age, no such direct action
is necessary to remove the anonymity of an organization’'s members. A single camera outside the entrance or exit to a
group’s events combined with facial recognition could produce a membership list without consent or even notification. And
because such identification can be done with practically no expenditure of human resources, it can be conducted on a mass
scale....

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition could allow
law enforcement to scan crowds during large protests, political events, or religious ceremonies, and then arrest any
individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty offense could enable
arbitrary action and abusive targeting, such as against selectively targeted individuals attending “events of interest,” such as
protests, political events, and religious ceremonies. This was already observed on a small scale with Geofeedia—a social
media-monitoring company—which admitted that Baltimore police used the service during protests to “run social media
photos through facial recognition technology” to find individuals with “outstanding warrants and arrest them directly from the
crowd,” with the goal of targeting individuals who were protesting. Given the number of bench warrants for petty offenses
that some municipalities maintain, it is entirely possible that facial recognition could become an “arrest-at-will” authority used
to disrupt such activities on a broad basis....

Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic
devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions. If it
becomes a tool to pinpoint how individuals interact and meet with journalists, it could present significant roadblocks for
journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. lts implementation threatens to leave us all less frée. Please support a
strict ban on the use of this violative technology.

Sincerely,

Erin Schulten

143 Ponwood Circle

Madison, WI 53717
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Veldran, Lisa

From: molly ginsberg <mginsberg888@gmail.com>

Sent; Tuesday, December 01, 2020 7:51 AM

To: All Alders; Rhodes-Conway, Satya V.; Bottari, Mary
Subject: Opposition to Surveillance Technology

Caution: This email was sent from an external source. Avoid unknown links and attachments.

Dear Alders and Mayor,

| am writing to ask that you support the proposed ordinance to prohibit use of face surveillance technology by City departments.
Facial recognition systems constitute a deeply flawed technology that is uniquely dangerous to civil liberties. We need a strict
prohibition on its use. Please do not weaken this ordinance.

As Robert Williams, a Black Detroit resident, writes in a Washington Post article:

i was wrongfully arrested because of facial recognition. Why are police allowed to use it?... Federal studies have shown that
facial-recognition systems misidentify Asian and black people up to 100 times more often than white people. Why is law
enforcement even allowed to use such technology when it obviously doesn’t work? | get angry when | hear companies,
politicians and police talk about how this technology isn’t dangerous or flawed. What's worse is that, before this happened to
me, | actually believed them. | thought, what’s so terrible if they’re not invading our privacy and all they're doing is using this
technology to narrow in on a group of suspects?

Many dozens of civil rights organizations are calling for a ban on use of this technology, including the ACLU, American-Arab Anti-
Discrimination Committee, American Friends Service Committee, Color of Change, Consumer Federation of America, Council on
American-Islamic Relations, Electronic Frontier Foundation, Electronic Privacy Information Center, Freedom of the Press
Foundation, National Center for Transgender Equality, National LGBTQ Task Force, Restore the Fourth, and Surveillance
Technology Oversight Project.

The ACLU states:

We've exposed law enforcement’s quiet expansion of face surveillance into our communities. Our team has demonstrated how
the technology’s numerous flaws can lead to wrongful arrests, use of force, and grave harm. We’ve explained how even
perfectly accurate face surveillance technology would remain a grave threat to civil rights, enabling the automatic and invasive
tracking of our private lives and undermining First Amendment-protected activity.

Institutions such as the Georgetown Law Center on Privacy and Technology are also calling for a ban, noting that “a dramatic
range of abuse and bias has surfaced”. As Lindsey Barret of Georgetown Law Center writes in the publication “Ban Facial
Recognition Technologies for Children — and Everyone Else”:

Clearview Al, which has been heavily criticized for its privacy violative services, has been quick to tout the use of its product in
cases involving children, including investigations into child sexual exploitation. The horrendous nature of those crimes may seem
to reduce the need for scruples when it comes to the harms of these technologies, when in fact the sensitivity of the
circumstances makes their problems even more concerning. The false identification of a victim could be deeply traumatic, and
the false identification of an ostensible perpetrator could lead to tremendously damaging consequences for the wrongly
identified.

Anna Lauren Hoffmann, a professor at University of Washington information School, writes:
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Facial recognition is not a benign extension of existing surveillance practices — it’s rocket fuel. We should reject anything less
than a moratorium.... As a scholar of ethics and technology, the power facial recognition technology affords concerns me. As a
mother raising a child against a backdrop of increased securitization and social instability, it terrifies and offends me.

Facial recognition software produces inaccurate and biased results.

Some people have a mistaken belief that facial recognition technology works as it’s portrayed in TV shows like NCIS. Such shows
are science fiction — reality is totally different.

Inaccuracy is particularly high with children and the elderly. The 2019 NIST (National Institute of Standards and Technology)
report shows that if you use ideal photos (i.e., the best possible conditions) for both a test photo of a child and a database of
photos of different children, the typical vendor algorithm will incorrectly call 1% of all photos in the database a match (making
this technology close to useless for children). There's also racial bias - existing facial recognition software exhibit greatly elevated
error rates with faces of Black folks, and especially Black women.

Moreover, as one article notes of the NIST findings...

accuracy is only possible in ideal conditions where there is consistency in lighting and positioning, and where the facial features
of the subjects are clear and unobscured. In real world deployments, accuracy rates tend to be far lower. For example, the FRVT
[2019 NIST Facial Recognition Vendor Test] found that the error rate for one leading algorithm climbed from 0.1% [for middle-
aged adults] when matching against high-quality mugshots to 9.3% when matching instead to pictures of individuals captured 'in
the wild,' where the subject may not be looking directly at the camera or may be obscured by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have been inaccurate. On
average, a staggering 95% of "matches" wrongly identified innocent people... Police forces have stored photos of all people
incorrectly matched by automated facial recognition systems, leading to the storage of biometric photos of thousands of
innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased error rates in
this technology and because systems that rely on mug shot databases include a disproportionate number of Black individuals.

Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th amendment
issues, It can permit cataloging of sensitive information and unchecked location tracking. And it can profoundly impact 1st
amendment rights - endangering and chilling 1st amendment activities and press freedomes.

In their article “Facial Recognition is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and Computer
Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester Institute of
Technology) note:

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It's the missing piece in an
already dangerous surveillance infrastructure, built because that infrastructure benefits both the government and private
sectors. And when technologies become so dangerous, and the harm-to-benefit ratio becomes so imbalanced, categorical bans
are worth considering....

It’s easy to think people don’t have a strong privacy interest in faces because many of us routinely show them in public.... The
thing is we actually do have a privacy interest in our faces, and this is because humans have historically developed the values
and institutions associated with privacy protections during periods where it’s been difficult to identify most people we don’t
know. Thanks to biological constraints, the human memory is limited; without technological augmentation, we can remember
only so many faces. And thanks to population size and distribution, we’ll encounter only so many people over the course of our
lifetimes. These limitations create obscurity zones.
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The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the Future of
Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition technology. Here's an
excerpt:

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks
surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking, the Court
declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power” {(emphasis added), a
framing that notably focuses not on certain places or types of conversation, but rather on protecting details of each person’s life
against an ever-watching government. Perhaps even more explicitly, the opinion of the Court in Carpenter stated that “a central
aim of the Framers was to place obstacles in the way of a too permeating police surveillance.”,,,,

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life” (emphasis added),
it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately owned places, but rather on
people themselves, wherever they may be.... In Carpenter, the Court highlighted that “a cell phone—almost a feature of human
anatomy—tracks nearly exactly the movements of its owner,” and therefore presents heightened risks to privacy. While cell
phones may have become an extension of our bodies, our faces require no such metaphor; unlike cellphones, our faces are
never able to be turned off, left behind, or cast aside. If our faces can be subjected to the same type of continuous surveillance
as cellphones, strong limits on surveillance technology will be necessary to properly rebalance power between the government
and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its citizens in
a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was that in the course of
tracking location, the government would unearth individuals’ most sensitive activities. As Justice Sotomayor highlighted, this
form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the abortion clinic, the AIDS treatment center,
the strip club, the criminal defense attorney, the by-the-hour motel, the union meeting, the mosque, synagogue or church, the
gay bar and on and on.”... Such data could be used for an immense array of future government activities, ranging from profiling,
to selective law enforcement investigations, to applications for background checks, to evaluations for civil service employment
opportunities. Equally important is the potentially chilling effect on political and other types of participation, such as religious
and community activities....

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are cellphone
and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of electronic location
tracking, no such limit exists for facial recognition. In time, facial recognition could become a uniquely powerful location-tracking
tool because there is no “middle man” for government-managed cameras that controls access to the data; the entire
surveillance system is managed and all relevant information is obtained directly by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme Court held
that “Inviolability of privacy in group association may in many circumstances be indispensable to preservation of freedom of
association, particularly where a group espouses dissident beliefs.” In that case, NAACP v. Alabama, the key action at issue was
the government demanding NAACP’s Alabama membership list. In the digital age, no such direct action is necessary to remove
the anonymity of an organization’s members. A single camera outside the entrance or exit to a group’s events combined with
facial recognition could produce a membership list without consent or even notification. And because such identification can be
done with practically no expenditure of human resources, it can be conducted on a mass scale....

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition could allow
law enforcement to scan crowds during large protests, political events, or religious ceremonies, and then arrest any individual
with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty offense could enable arbitrary
action and abusive targeting, such as against selectively targeted individuals attending “events of interest,” such as protests,
political events, and religious ceremonies. This was already observed on a small scale with Geofeedia—a social media-
monitoring company—which admitted that Baltimore police used the service during protests to “run social media photos
through facial recognition technology” to find individuals with “outstanding warrants and arrest them directly from the crowd,”
with the goal of targeting individuals who were protesting. Given the number of bench warrants for petty offenses that some
municipalities maintain, it is entirely possible that facial recognition could become an “arrest-at-will” authority used to disrupt
such activities on a broad basis....
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Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic devices
with built in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions. If it becomes a
tool to pinpoint how individuals interact and meet with journalists, it could present significant roadblocks for journalists seeking
to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. Please support a strict ban
on the use of this violative technology.

Sincerely,

Molly Ginsberg
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Veldran, Lisa

From: Lesaboat@charter.net

Sent: Tuesday, December 01, 2020 8:37 AM

To: All Alders

Subject: [All Alders] Ban of all facial recognition technology use
Recipient: All Alders

Name: Lesa Reisdorf

Address: 1814 Camus Lane, Madison, WI 53705
Phone: 608-232-7449

Email: Lesaboat@charter.net

Would you like us to contact you? No, do not contact me

Message:

I listened to your entire meeting and did a bit of research myself. The technology is not perfect, but if it’s used as a tool
to help solve crimes and identify victims in conjunction with other evidence that support its results, I think it could be
useful with certain limitations. If those guidelines and perimeters are clearly specified in advance with proper training,
ongoing observation, data collection and regular review, I think it could be beneficial for our community in protecting
children and solving crime. Please do not vote to completely ban it but vote to amend with certain guidelines and
designated uses. Thanks.
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Veldran, Lisa

From: Lesaboat@charter.net

Sent: Tuesday, December 01, 2020 8:39 AM

To: All Alders

Subject: [All Alders] Ban of all facial recognition technology use
Recipient: All Alders

Name: Lesa Reisdorf

Address: 1814 Camus Lane, Madison, WI 53705
Phone: 608-232-7449

Email: Lesaboat@charter.net

Would you like us to contact you? No, do not contact me

Message:

I listened to your entire meeting and did a bit of research myself. The technology is not perfect, but if it’s used as a tool
to help solve crimes and identify victims in conjunction with other evidence that support its results, I think it could be
useful with certain limitations. If those guidelines and perimeters are clearly specified in advance with proper training,
ongoing observation, data collection and regular review, I think it could be beneficial for our community in protecting
children and solving crime. Please do not vote to completely ban it but vote to amend with certain guidelines and
designated uses. Thanks.

89






















Some people have a mistaken belief that facial recognition technology works as it’s portrayed in TV shows like NCIS.
Such shows are science fiction — reality is totally different.

Inaccuracy is particularly high with children and the elderly. The 2019 NIST (National Institute of Standards and
Technology) report shows that if you use ideal photos (i.e., the best possible conditions) for both a test photo of a child
and a database of photos of different children, the typical vendor algorithm will incorrectly call 1% of all photos in the
database a match (making this technology close to useless for children). There's also racial bias - existing facial
recognition software exhibit greatly elevated error rates with faces of Black folks, and especially Black women.

Moreover, as one article notes of the NIST findings...

accuracy is only possible in ideal conditions where there is consistency in lighting and positioning, and where the facial
features of the subjects are clear and unobscured. In real-world deployments, accuracy rates tend to be far lower. For
example, the FRVT [2019 NIST Facial Recognition Vendor Test] found that the error rate for one leading algorithm
climbed from 0.1% [for middle-aged adults] when matching against high-quality mugshots to 9.3% when matching
instead to pictures of individuals captured 'in the wild,' where the subject may not be looking directly at the camera or
may be obscured by objects or shadows.

Thus, a 2018 study by a British nonprofit found:

The overwhelming majority of the police’s "matches" using automated facial recognition to date have been inaccurate.
On average, a staggering 95% of "matches" wrongly identified innocent people... Police forces have stored photos of
all people incorrectly matched by automated facial recognition systems, leading to the storage of biometric photos of
thousands of innocent people.

Police face recognition will disproportionately harm Black residents, both because of the high and racially biased error
rates in this technology and because systems that rely on mug shot databases include a disproportionate number of
Black individuals.

Facial recognition technology constitutes a grave danger to civil liberties

Facial recognition technology infringes on a vital constitutional principle, the right to privacy, raising serious 4th
amendment issues. It can permit cataloging of sensitive information and unchecked location tracking. And it can

profoundly impact 1st amendment rights - endangering and chilling 1st amendment activities and press freedoms.

In their article “Facial Recognition Is the Perfect Tool for Oppression”, Woodrow Hartzog (Professor of Law and
Computer Science at Northeastern University School of Law) and Evan Selinger (Professor of Philosophy at Rochester
Institute of Technology) note: '

facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented. It’s the missing
piece in an already dangerous surveillance infrastructure, built because that infrastructure benefits both the government
and private sectors. And when technologies become so dangerous, and the harm-to-benefit ratio becomes so
imbalanced, categorical bans are worth considering....

It’s easy to think people don’t have a strong privacy interest in faces because many of us routinely show them in
public.... The thing is we actually do have a privacy interest in our faces, and this is because humans have historically
developed the values and institutions associated with privacy protections during periods where it’s been difficult to
identify most people we don’t know. Thanks to biological constraints, the human memory is limited; without
technological augmentation, we can remember only so many faces. And thanks to population size and distribution,
we’ll encounter only so many people over the course of our lifetimes. These limitations create obscurity zones.

The Project On Government Oversight (POGO), a nonpartisan watchdog, has issued a report entitled “Facing the
Future of Surveillance”. It starkly outlines several of the severe dangers to liberty posed by facial recognition
technology.

Here's an excerpt:
In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks
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surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking,
the Court declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power”
(emphasis added), a framing that notably focuses not on certain places or types of conversation, but rather on protecting
details of each person’s life against an ever-watching government. Perhaps even more explicitly, the opinion of the
Court in Carpenter stated that “a central aim of the Framers was to place obstacles in the way of a too permeating
police surveillance.”,,,,

When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life”
(emphasis added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately
owned places, but rather on people themselves, wherever they may be.... In Carpenter, the Court highlighted that “a
cell phone—almost a feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore
presents heightened risks to privacy. While cell phones may have become an extension of our bodies, our faces require
no such metaphor; unlike cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces
can be subjected to the same type of continuous surveillance as cellphones, strong limits on surveillance technology
will be necessary to properly rebalance power between the government and the people....

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its
citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was that
in the course of tracking location, the government would unearth individuals’ most sensitive activities. As Justice
Sotomayor highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the
abortion clinic, the AIDS treatment center, the strip club, the criminal defense attorney, the by-the-hour motel, the
union meeting, the mosque, synagogue or church, the gay bar and on and on.”... Such data could be used for an
immense array of future government activities, ranging from profiling, to selective law enforcement investigations, to
applications for background checks, to evaluations for civil service employment opportunities. Equally important is the
potentially chilling effect on political and other types of participation, such as religious and community activities....

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are
cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of
electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a
uniquely powerful location-tracking tool because there is no “middle man” for government-managed cameras that
controls access to the data; the entire surveillance system is managed and all relevant information is obtained directly
by law enforcement...

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme
Court held that “Inviolability of privacy in group association may in many circumstances be indispensable to the ‘
preservation of freedom of association, particularly where a group espouses dissident beliefs.” In that case, NAACP v.
Alabama, the key action at issue was the government demanding NAACP’s Alabama membership list. In the digital
age, no such direct action is necessary to remove the anonymity of an organization’s members. A single camera outside
the entrance or exit to a group’s events combined with facial recognition could produce a membership list without
consent or even notification. And because such identification can be done with practically no expenditure of human
resources, it can be conducted on a mass scale....

Facial recognition could be a tool to disrupt First Amendment-protected activities. Unrestricted, facial recognition
could allow law enforcement to scan crowds during large protests, political events, or religious ceremonies, and then
arrest any individual with an active bench warrant. Ability to effortlessly identify any bench warrant for any petty
offense could enable arbitrary action and abusive targeting, such as against selectively targeted individuals attending
“events of interest,” such as protests, political events, and religious ceremonies. This was already observed on a small
scale with Geofeedia—a social media-monitoring company—which admitted that Baltimore police used the service
during protests to “run social media photos through facial recognition technology” to find individuals with “outstanding
warrants and arrest them directly from the crowd,” with the goal of targeting individuals who were protesting. Given
the number of bench warrants for petty offenses that some municipalities maintain, it is entirely possible that facial
recognition could become an “arrest-at-will” authority used to disrupt such activities on a broad basis....
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Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic
devices with built-in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions.
If it becomes a tool to pinpoint how individuals interact and meet with journalists, it could present significant
roadblocks for journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Face surveillance is a menace disguised as a gift. Its implementation threatens to leave us all less free. Please support a
strict ban on the use of this violative technology.

Sincerely,

Evan Flietner
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Veldran, Lisa

From: Amy Owen <amydowen@hushmail.com>

Sent: Tuesday, December 01, 2020 12:26 PM

To: All Alders

Subject: Supporting item #76 on today's Common Council meeting agenda

Caution: This email was sent from an external source. Avoid unknown links and attachments.

Dear Alders,

| am writing to ask for your support of item #76 on the agenda for today's council meeting, regarding a ban on facial recognition
software by city departments. | have strong concerns about the justice implications of using any tools with such well-
documented inaccuracies for Black and Brown faces, especially women. Many years of industry and academic research have
established that facial recognition technologies do a poor job of identifying people of color. Please also consider the cost of of
these technologies on an already deeply strained budget, and the cost of likely lawsuits against the city if a person is wrongly
arrested or incarcerated based on a false match from these technologies. The use of tools that have such widely known flaws is
not the right choice for our city, and has a high likelihood of exacerbating our community's already problematic racial disparities
in arrests and incarceration.

Thank you,

Amy Owen

3129 Buena Vista St.

Madison, W1 53704
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Veldran, Lisa

From: Sally Herman <sjherman2000@gmail.com>
Sent: Tuesday, December 01, 2020 12:59 PM

To: All Alders

Subject: Ban facial recognition software

Caution: This email was sent from an external source. Avoid unknown links and attachments.

Good afternoon City of Madison Alders,

1 am writing today to urge you to vote in favor of banning the use of facial recognition software by the City of Madison,
especially including the Madison Police. Facial recognition technology has been proven to be very unreliable, and even more so
for people of color. It has the potential to falsely implicate people in crimes, and would do so at higher rates for people of
color— a clear case of racial discrimination in a country already rife with racism to which Madison is far from immune.

Please take this necessary step towards justice and vote to ban the use of facial recognition software at tonight’s council
meeting.

 Thank you,

Sally Herman
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Third, no matter what database facial recognition technology is run against, the outcomes
undermine the civil liberties of the public. If the technology runs against law enforcement
mugshot databases, the technology risks magnifying existing racial biases in our criminal justice
system. Moreover, if the technology is run against the Department of Motor Vehicle databases,
the technology increases the intrusion on the public’s right to privacy. In any event, neither
option is tenable and as a result, facial recognition technology should not be used by law
enforcement officials.

The ACLU thanks the Common Council for this opportunity to comment on the Ban and strongly
encourages the Common Council to adopt it. '

Respectfully Submitted,
Christopher Ott

Executive Director
American Civil Liberties Union of Wisconsin












downtown could have been profiled, not to mention the violation of their right
to privacy.

At a time and under an Administration at the Federal level when individuals
participating in legal, peaceful protests were both demonized and targeted, use
of facial recognition technology would allow more totalitarian leaders to target
individuals exercising their 1st Amendment right to free speech. We ask that
you support this ordinance as written.

Sincerely,
Linda Ketcham

Executive Director

Madison-area Urban Ministry, Inc. (dba JustDane)
2115 S. Park St.

Madison, WI 53713

608-256-0906

She, her,hers

"Compassion and justice are companions, not choices." Wm. Sloane Colffin












Facial recognition software is a menace disguised as a gift. All evidence points to the conclusion that this type of surveillance is not effective in promoting
public safety. It’s only effective in terrorizing the innocent, eroding public trust, and infringing on our Constitutional right to privacy. Please support a strict
ban on the use of this violative technology.

Sincerely,

Shulamith Ellman
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